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Abstract

Next generationWirelessLocal Area Networks (WLAN' s) arelikely to requiremultihop wirelessconnections
betweenmobile nodesand Internetgatavaysto achieve high dataratesfrom larger distancesThe paperaddresses
the challengesin concurrentlyproviding end-to-endthroughputand delay assurancesn such mobile multihop
WLAN hotspots.The proposedsolutionis basedon the NeighborhoodProportionalDelay Differentiation(NPDD)
service model. TransmissionControl Protocol (TCP) basedapplicationsuse a dynamic class selectionscheme
to achiere desiredthroughputs.This approachintegrateswell with the NPDD basedend-to-enddelay assurance
mechanismproposedearlier The effectivenesf the proposedsolutionin meetingdesiredthroughputds assessed
with simulations.The simulationresultsshav thatthe proposedsolutionis betterin meetingthe desiredthroughputs
and delaysas comparedo two corventionalapproaches.

. INTRODUCTION

The use of wirelessinternetgataevaysto provide accessat hotspotlocationssuchas airports and coffee shops
have becomecommonplacen recentyears.Most of thesenetworks todayare basedon IEEE 802.11standardg$5],
[7]. In thesenetworks, the gatevay is calledasan accesgoint (AP). Two modesof connectionare defined:access
point mode and ad hoc mode.Most IEEE 802.11bbasedhotspotsnow arein accesgoint mode,assumingdirect
communicationbetweenmobile nodesand AP. The situation, however, is expectedto changein the near future.
The emeping IEEE 802.11astandardsupportshigh dataratesup to 54 Mbps but only over shortdistancegbelon
100 ft). For mobile nodesto achiere the higher rates,they mustoperatein ad hoc modewherenearbyneighbors
forward message$or eachother As a result, we expectfuture hotspotarchitecturego be multihop asillustrated
in Figure 1. In this paper we addressthe key challengesin concurrentlyproviding a wide rangeof end-to-end
throughputand delay assurances an IEEE 802.11basedmultihop WLAN hotspot.

Thesechallengesstemfrom the following two characteristicexpectedof a hotspotWLAN:

« Node mobility.

In public hotspots,nodesmay enteror leave the network at any time. They may alsowanderin the network
while actively communicating Consequentlythe numberof nodes,the network topology andthe amountof
network traffic is always changing.

» Decentralizedaccesdo a sharedmedium.

In multihop hotspots nhodesare not requiredto staywithin AP’s physicaltransmissiorrange.As aresult, it is
not feasibleto centrallyschedulenediumaccesf the nodes.In IEEE 802.11,a decentralizeanediumaccess
protocol called distributed coordinationfunction (DCF) is usedby eachnodeto gain accessto the shared
wirelessmedium.
The dynamicsdue to node mobility and decentralizechccessoften causeunacceptableariationsin the quality of
service(QoS) perceved by ongoingend-to-endcommunicationin thesenetworks.

Severalend-to-endQoSassurancéechniquesxist in theliterature[10], [11], [13], [18]. The existing techniques,

canbe broadlygroupedinto two camps,IntegratedServices(IntServ) basedand DifferentiatedServices(DiffServ)
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Fig. 1. A multihop WLAN hotspot.

based.IntServ basedmechanismsim to provide eachflow with assuredQoS along its specificroute with per-

flow resourceresenation on eachnodealongthat route. DiffServ mechanismspn the otherhand,do not perform
resourceresenation and perflow operationsA numberof serviceclassesare provisionedwith certainresourcego

provide differentlevels of QoSassuranceandapplicationschooseto be servicedin ary of theseclassesDiffServ
mechanism$or QoSassuranceat a nodearedefinedasPerHop Behaviors (PHB's), e.g.the ExpeditedForwarding
(EF) PHB [8] andthe AssuredForwarding (AF) PHB [4]. End-to-endQoS assuranceare definedas Per Domain
Behaviors (PDB’s) basedon respectre underlying PHB's [13]. The existing IntServ and DiffServ proposalsare
difficult to implementin a multihop WLAN hotspot. The IntServ basedsolutionsare difficult becauseresource
resenation requiresglobal coordinationsincethe wirelessmediumis sharedby all nodes.Furthermore available
bandwidthvariesat eachnode and asrouteschange resourceresenation must be redone.DiffServ’s EF aimsto

provide perhop low delay andit facessimilar difficulties in resourceprovisioning due to the network dynamics.
AF provides perhop throughputassurancethrough packet marking and selectve queuemanagementUnlike EF,

AF doesnot requestfor explicit resourceprovisioning. It assurepaclets marked with high priorities be serviced
beforeothersandthroughputassurancés thusachiesed by controlling the marking rates.AF alone,however, does
not addressnd-to-endhroughputassuranceandto our knowledge,thereis no efficient PDB solutionsbasedon

AF in effect today

In [17], we proposeda DiffServ basedschemecalled NeighborhoodProportionalDelay Differentiation(NPDD)
for multihop WLAN's. In the NPDD model, the network supportsmultiple serviceclassesThe PHB at eachnode
is suchthat the ratio of averagepaclet delaysin two different classesare equalto a prespecifiedratio selected
by the network serviceprovider. The PHB requiremenimusthold independentf eachnodes dynamicbandwidth
andtraffic arrival. Basedon the NPDD model,[17] addresseshe problemof end-to-enddelay assurances such
networks. It is shovn that an applicationcan effectively choosea classfor eachpacket to achieve its averageend-
to-enddelay requirementevenin highly mobile multihop WLAN scenariosin this paper we addresghe problem
of assuringend-to-endthroughputfor TransmissionControl Protocol (TCP) basedapplicationsusing the NPDD
servicemodel.Thethroughputassurancechementegrateswell with the delayassurancapproactproposedn [17].
Thus, collectively they provide an effective QoS (end-to-enddelay and throughput)differentiationand assurance
framework in multihop WLAN’s.

The effectivenessof the proposedmechanismds demonstratedhrough simulations.Public multihop WLAN
hotspotsservice nodesin randomarrivals for random periodsof stay Typical scenariosare hotspotsservicing
customersn coffeeshopsor travelersin airports.Existingrandommobility modelseitheraddreshannebccupation
timesand hand-ofs in the context of cellular networks [3], [12], or randommotion of a fixed populationof nodes
in ad hoc networks [9]. A multihop WLAN hotspotfeaturesrandomnode participation,while hodespotentially
move in short distancesduring their stay Such mobility is not addressedvith the existing models. The Public
HotspotMobility (PHM) modelis proposedAs shavn in the paper the model capturesindividual node mobility
asin coffee shopshotspotsand group mobility asin airport hotspots.

The remainderof the paperis organizedas follows. Section |l briefly reviews IEEE 802.11 medium access
control (MAC) andIEEE 802.11415], its proposedxtensionfor QoSdifferentiation.The significanceof prioritized
mediumaccessn the proposedassurancenechanisnis stated.Sectionlll describeghe network model,the NPDD
servicemodel, and the end-to-endthroughputassuranceroblem. SectionlV describesthe proposedthroughput
assurancenechanismlin SectionV, we evaluatethe proposedschemewith simulationof multihop IEEE 802.11



hotspotswith stationaryandmobile nodeswith the Public HotspotModel. Finally, SectionVI concludegshe paper

II. IEEE 802.11 AND IEEE 802.11E

IEEE 802.11 DCF provides an asynchronougarrier sensemultiple accessschemewith collision avoidance
(CSMAJ/CA) at eachnode[5]. Whena node: wishesto transmita paclet, it chooses bacloff interval of B; slots.
B; is randomlychosenwith uniform distribution in theintenal [0, CW;], where CW; is the contentionwindow of
nodei. CW; is resetto CW,,;,,, which is a DCF parameterat the beginning of time aswell asaftereachsuccessful
transmissiorfrom nodei. For every slot the mediumis senseddle, B; is decrementethy 1. Wheneer the medium
is busy, B; is frozenuntil the mediumbecomesddle again.When B; reacheg), node: transmitsa Request-0-Send
(RTS) paclet toward the intendedrecever with the intendeddata transmissionlength. The destinationsendsa
ClearTo-Send(CTS) paclet after successfureceving the RTS and deferringa shortinter-frame spacing(SIFS)
time. Node ¢, on receving CTS, waits for SIFS and transmitsits datapaclet. The destinationnode,on receving
data,waits for SIFSandreplieswith anacknavledgemen{ACK). Node: mustwait for a DCF interframespacing
(DIFS) time beforeit can servicea new paclket by repeatingthe sameprocedurelf node: ever fails to receve
a CTS in responsdo its RTS, it assumeghereto be a collision and resortsto the binary exponential bacloff
algorithmto setits contentionwindow to CW; = min{2 - CW;, CWy,..}. Any nodeoverhearingan RTS or CTS
deferstheir transmissiorfor the indicateddatatransmissioriength.

As all nodesalways start with the sameCW,,,;,, in DCF, they essentiallycompetefor medium accesswith
an equalpriority. The averagetime for eachnodeto successfullycompletea transmissions thus expectedto be
the same.However, this is not desirablein providing differentiateddelay assurancef such networks. Consider
two nodeswith differentamountsof traffic arrival. With the sameaccesriority, the nodewith more arrival will
experiencea longerqueue.Sinceit takesthe sametime for a nodeto transmita paclet, pacletsin the longerqueue
will have a higherqueueingdelay In a multihop network wherenodesforward pacletsfor eachother we contend
thatit is undesirableand unfair for applicationsto have higherdelayson nodeswith moretraffic.

This situationcanbe resohed if multiple priorities are provided in mediumaccessldeally, whennodescompete
for medium accessthe node with more urgent paclets should be able to transmit first with a higher medium
accesgriority. This requiresboth a mediumaccesgrotocolthat provides multiple priorities anda mechanisnthat
determineghe accessriority for eachnode.|lEEE 802.11eextends|EEE 802.11DCF to have multiple levels of
prioritieswith in termsof AccessCatayories(AC’s) [15]. EachAC : hasits individual transmissiomueue minimum
contentionwindow CWmin;, and Arbitration IFS AT F'S;. IEEE 802.11eis not completelystandardizedandit is
not clear how its differentpriorities areto be provisioned.In this study we considerthreedifferent priorities and
eachpriority hasa distinct CW,,,;,,. At ary given time, a node choosesone priority for transmissionAs part of
our proposedsolution, the mediumaccessriority will be determinedsuchthat the NPDD servicedifferentiation
is achieved.

I11. END-TO-END THROUGHPUT ASSURANCE IN MULTIHOP WLAN'S
A. The NetworkModel

We considera multihop WLAN hotspotwith an AP beingthe Internetgatavay for mobile nodes.Nodesenter
or leave the network at will. They alsomove aroundin a geographicareain the vicinity of the AP. Nodesneednot
be in the radio rangeof the AP if thereexists a route to the AP throughother nodes.Applicationsare hostedby
thesenodeswith uplink or downlink end-to-endcommunicationggoing through AP, while an underlyingrouting
protocol determinesthe end-to-endroute for eachflow. The multihop network is basedon IEEE 802.11,where
all nodesand AP accessa sharedmediumwith DCF. IEEE 802.11ewith three mediumaccesspriorities is also
assumed.

B. The NPDD ServiceModel

The NPDD servicemodel supportsN classegelatively orderedin perhop packet queueingdelaysat any node
k. At nodek, pacletsfrom classi experiencesmallerdelaysthanclassj for all i < 7, i,j € Sp whereSg is the
set of backloggedclassesThe spacingbetweenthe delaysis tuned by the network designerwith a setof class
differentiationparametersHere we definetwo nodesk and g to be in the samecontendingsetif thereexists a
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Fig. 2. End-to-endthroughputassurancenechanisrmbasedon DCS and NPDD.

route betweenthem.NPDD for a multihop WLAN is describedasfollows:

Letl =9, > 02 > --- > dy > 0 be N delay differentiation parametes (DDP’s) provisionedby the network
designerLet Jgk) denotethe average queueingdelay of classi padketsat nodek. The queueingdelayis defined
as the differencebetweerthe time a padet arrives at the nodeand the time the padet is transmittedagain. The
NPDD requirementis

a® s

J

for all classesi and ;7 and for all pairs of nodesk and ¢ sud that k£ and ¢ belongto the samecontendingset.
Definethe normalizedaverage queueingdelaydgk) for classi at nodek as
A
dM =i 2
D= )
If NPDD holds,all badklogged classesat all contendingnodeshavethe samenormalizedaverage queueingdelay
Thatis,

") =d\ vi,j e {1..N} ©)

for any two nodesk, ¢ in the samecontendingset.

C. The End-to-endThroughputAssuanceProblem

In this network, the end-to-endhroughputassuranceroblemis formulatedasfollows. A TCP applicationf at
a nodek specifiesa desiredend-to-enathroughputcomputedover its connectionduration. The network strivesto
meetthis boundbut doesnot guarantest.

IV. PROPOSED MECHANISMS

The end-to-enadthroughputassurancés achiezed with dynamicclassselection(DCS) amongthe NPDD service
classesAt eachnode,the mechanismshownn in Figure 2 are implemented Each paclket from an applicationis
marked with the classdeterminedby a DCS agentfor the application. Marked paclets, either from the paclet
marker or from othernodes,are servicedby the NPDD Schedulerand the prioritized MAC. The MAC priority is
determinedby the Medium AccessPriority Selection(MAPS) mechanismThe NPDD Schedulerthe MAPS, and
the prioritized MAC togetherrealizethe NPDD servicemodelin a multihop WLAN hotspot.



Every I' secondsPCS for applicationf computesclassc((k + 1)I") = C(c(kT"), Tt (kT'), Tf, ).

k: Index of currentperiod.
Ty(kT'): Currentthroughputestimate.
Ty Throughputboundof f.

Dy Throughputtoleranceof f.
N: Maximum NPDD class.

C(c(kT), Ty (kT), Ty, @)

{
c(0) =0;
if T;(kT") < Ty for K; consecutie periods,
c((k+ 1)T) = min{c(kl') +1,N};
elseif T;(kT) > Ty + ®; for Kp consecutie periods,
c((k+ 1)) = max{c(kl") — 1,1};
else
c((k+1)I) = c(kl);
returnc((k + 1)T');
}

Fig. 3. The DCS algorithm.

The mechanismis basedon TCP throughputmodels dependeng on RTT. Given a TCP flow's maximum
congestiorwindow size W,,,,., its end-to-endthroughputT’ admitsthe relationship:

Wmax
“RTT @
[14]. The NPDD service classesprovide a set of proportional perhop delays and thus, a set of proportional
end-to-enddelaysas well as proportional RTT's along an end-to-endroute. As a result, the service classesare
able to provide proportionalthroughputsfor end-to-endTCP applications. The following sectionsdescribethe
implementationof DCS, the NPDD Schedulerand MAPS at eachnode.

T

A. DynamicClassSelection

Eachapplicationis servicedoy oneDCSagent.DCS makesperiodicclassselectiondecisionsevery I' secondgor
the following period.At the k;;, period,four inputsare consideredthe currentclassc(kT), the currentthroughput
estimatel; (kI), thethroughputbounde, andits toleranced ;. The accumulatie sessiorthroughputis estimated
every period by observingACK paclets. Figure 3 presentghe pseudo-code.

At the end of period %, the classfor periodk + 1 is determinedlf throughputestimateZ’s(kI') is lessthanthe
desiredbounde for K1 consecutie periods,DCS increaseshe classby 1. On the otherhand,if T;(kI") is overly
satisfiedand exceedsthe boundby @, for Kp consecutie periods,DCS will decreasehe classby 1. Otherwise,
the classremainsthe same.K; and K arepositive integer parametergor controlling therateof classincreaseand
decrase respectiely. K; and Kp shouldbe carefully chosensuchthat they are small enoughfor applicationsto
achieve their desirablethroughputsoonenough;at the sametime, they shouldbe large enoughfor TCP throughput
to reacha steadystatebeforefurther classchangeccur Applications’ sensitvity to pricing canalsobe reflected
in K; and Kp. A cost-avare applicationwould preferlower classesandtendto have larger K; andsmaller Kp,
andvice versa.

Classchangesof a flow in the NPDD servicemodel changeghe absolutedelay of eachclass.It is analyzed
in [1] for the proportionaldelay differentiation(PDD) servicemodel, which is equivalentto NPDD on one single
nodewith constantlink capacity(a wireline node),that a classincreaseof one flow always resultsin increased



averagedelaysin all classesandvice versa.Intuitively, all flows make independentlecisionsand are competitve
in nature.An analyticalanalysisof the competitionof multiple DCS-controlledflows are out of the scopeof this
paper In this paper we demonstratavith simulationsthat the mechanisntdoescornverge mostof thetime whenthe
network is not overloaded At timeswhenthe network is overloaded someflows cannot achiese their boundseven
with the highestclass.In suchcasesthe flows will remainin the highestclassuntil the congestionis resoled.
Furthermechanismsuchas admissioncontrol and congestiorresolutionare possiblefor future investigations.

B. NPDD Sdeduler

The NPDD Schedulerservicespacletsin N classesand realizesproportionalaverageperhop delaysamong
themlocally at eachnode.The scheduleiis work-conservingand the Waiting Time Priority (WTP) algorithm[1]
is adopted.With WTP, eachclassis servicedwith a separatéerirst-In-First-Out(FIFO) queue.The head-of-line
paclet of a classi is assigneda waiting time priority w;(¢) andthe scheduleraiways scheduleghe highestpriority
head-of-linepaclet for transmission.

Specifically let B(t) denotethe setof classeghat have paclets waiting for transmissionat time ¢. Let w;(¢)
denotethe time the class: head-of-linepaclet haswaitedin its queue.The waiting time priority w;(¢) attime ¢ is
definedas

W (t) = wi(t)/d; ©)

where¢; is the DDP of classi. Whenevrer B(t) is nonempty the schedulerschedulesa paclet for transmission
from classj suchthat
= 0; (). 6
J = arg max @ (t) (6)
Intuitively, whenall pacletsof a nodearetransmittedwith the samewaiting time priority, the NPDD proportionality
is realizedat this node.

C. MediumAccessPriority Selection(MAPS)

Within a class,NPDD requiresthe sameaverageperhop delay be provided at all nodesin the network. This
propertycannot be realizedwith the network schedulemlone.lt is discussedn Sectionll thatdelaydifferentiation
amongnodescannot be realizedwithout prioritized mediumaccessWhile the NPDD schedulerschedulepaclets
with their waiting time priorities, the schedulemustbe maintainedas they are transmittedoy MAC. It is for this
purpose MAPS monitorsthesepriorities and chooseghe MAC priority for a node.

MAPS performstwo tasksat a node £ at time ¢. First, it estimatesthe nodes averagewaiting time priority
di.(t) andthe network’s averagewaiting time priority dy (). Secondly MAPS selectsthe MAC priority. dy.(t) is
estimatedas a running averageof the waiting time priority of eachpaclet transmittedat nodek,

d(t) = aab(t) + (1 — a)dy(t), (7)

wherew(t) is the waiting time priority of the pacletjust transmitted To estimatethe network averaged 1, (t), each
transmittedpaclet carriestwo piecesof information: the paclet's priority w(¢) andthe sendingnode¢’s estimate
of network averagedy ,(t). As nodek overhearsthe paclet being transmittedby its neighbornodeg, it updates
its estimate

dn i (8) = v (t) + kg (8) + (1= = &)dn (), 8)
where~ and x areweightingfactorsand~ + x = 1. With the estimatedpriorities, MAPS computeghe index
di (t
Iu(t) = dilt) ©)
dn,i(t)

Given P levels of MAC priorities, P parametersare definedfor MAPS as0 < ¢1 < €2 < ... < ep = co. MAPS
assigngriority r to nodek attime ¢ if andonly if €,_1 < I1(t) < €., whereey = 0. Intuitively, as I (¢) approaches
1, the NPDD proportionalityholds acrossall nodesin the network.



Steme | DCS-NPDD-MAPS Strict Priority  Baseline |

TCP throughputtolerance®(z), z: throughputbound 0.5z 0.5z N/A
UDP delaytoleranceA(y), y: delay bound 0.5y 0.5y N/A
DCS period (seconds) 2 2 N/A
DCS sensitvity parameter§Kr, Kp) 1,1) (1,1) N/A
NPDD classes 4 4 N/A
DDP §;,i € 1,2,3,4 1333 N/A N/A
Perclassmaximumqueuesize (paclets) 600 600 2400
MAC priorities 3 3 1
MAC CWmin,, i € 1,2, 3 [217 124 31] [217 124 31] 31
MAC CWmazx;, i € 1,2,3 1023 1023 1023
MAPS¢;,i € 1,2,3 [2 5 0] N/A N/A
MAPS dy . averageweights (v, x) (0.1,0.1) N/A N/A
MAPS d;. moving averageweight o 0.9 N/A N/A
802.11modes 802.11eover 802.11a 802.11eover 802.11a 802.1la
TABLE |

PARAMETERS OF EVALUATED SERVICE SCHEMES.

| Sheme | Values
aSlotTime Yus
aCCAlime dps
aRxTxTurnaroundime | 2us
aSIFSTme 164
aPreambleLength 20ps (1080bits @ 54Mbps)
aPLCPHeaderLength | 4us (216 bits @ 54Mbps)
aPLCPDataRate 54Mbps
TABLE I

|EEE 802.11A PARAMETERS UPDATED IN ns-2

V. SIMULATION STUDIES

Simulationstudiesof the DCS-NPDD-MAPSthroughputassurancenechanismare conductedusing the network
simulator ns-2 [16] with its CMU mobilenodeextension. Table | summarizesall simulation parametersin the
simulations,applicationsare assumedo always specify their throughputor delay tolerancesto be 50% of the
specifiedbound. The DCS period and sensitvity parametersare chosento be comparableto or larger than the
averagetime neededor TCP throughputto stabilize.DDP’s definethe maximumclassspacing.In the simulation,
the highestclassis expectedto provide % the delay and 8 times the throughputas the lowest classdoes. The
aggreate queuesize is equalfor all schemesFor IEEE 802.11e,three minimum windows are chosenwith the
highestclass conforming to the default window (31) in IEEE 802.11.To simulate IEEE 802.11awhich is not
currently supportedn ns-2 modificationsare madeto its physicallayer attributesas definedin [6]. The modified
parameter@re summarizedn Tablell. For multihop routing, Dynamic SourceRoute[2] is used.

Evaluatedare three serviceschemesBaseline,DCS with Strict Priority, and the proposedDCS-NPDD-MAPS
schemeslin the Baselinescheme nodesimplementa single FIFO schedulerand IEEE 802.11without priorities.
The schemeprovides besteffort servicewithout explicit servicedifferentiationand assurancedt demonstrateghe
QoSthatis to be perceved by applicationsn a multihop hotspotwithout ary assuranceupport.The Strict Priority
schemeamplements4-classstrict priority schedulerand IEEE 802.11ewith threepriorities at eachnode.As strict
priority schedulersalways schedulehigher priority pacletsto be transmittedfirst, it provides consistentlysuperior
QoS to a higher class. The proposedDCS mechanismthen selectsamongthe strict priority classesto achieve
the desirableend-to-endQoS bounds.It demonstrateshe QoS assurancesne can achieve with consistentclass
orderingonly, asopposedo the further propertiedNPDD provides. The MAC prioritiesin this schemearestatically
mapped.The lower two classeqclass1 and 2) usesthe samelowest MAC priority. Class3 usesthe secondand
class4 usesthe highestpriority. Finally, the proposedsolutionis referredto asthe DCS-NPDD-MAPSscheme.
The following sectionintroducesthe proposedPublic HotspotMobility model.



A. The Public HotspotMobility Model

We contendthat the corventionalrandomway point mobility modelimplementedin ns-2 doesnot adequately
capturethe anticipatedmobility patternsn WLAN hotspotsin particular in WLAN hotspotshodestendto arrive
at the network and departfrom it at will. Oncethey arrive, they arelikely to stayat a chosenlocation (e.g.a seat
in a coffee shopor a gatein an airport). They may move occasionally especiallyif connectionto the network
is not present.As nodesarrive and departat differenttimes and stay at differentlocations,the multihop network
topology changesaccordingly In this paper we modelthis mobility patternas follows.

Node arrivals and departuresare modeledastime instancesvith Poissonprocessesvith known parametersThe
numberof nodesarriving togetherat the sametime instance,N4, and the numberof nodesdepartingtogetherat
the sametime instance,Np, arerandomvariableswith distribution functions P4(n) and Pp(n) respectiely where
n is the numberof nodes.In an arrival event, eacharriving node picks a uniformly distributed randomlocation
within a predefinedregion aroundAP. This region, however, is not constrainedo AP’s radio range.If thereexists
aroute to AP at a nodes chosenlocation, it stays.Otherwise,it repeatschoosinganotherrandomlocation until
connectity is satisfied.In a departuresvent,departingnodesare simply removed from the network. The remaining
nodes,however, may lose connectionafter thesenodesdepart.Again, nodeswithout connectionrepeatschoosing
anotherrandomlocationuntil connectvity is satisfied.

It is interestingto notethat, the proposedmodel capturesmost possiblehotspotmobility modeswith the arrival
anddeparturenodesdistribution P4(n) and Pp(n). In a coffee shopscenariocustomergendto comeandleave as
individuals or small groups.The distributions lean toward lessnumberof nodesper arrival. However, in airports,
there can be sparseindividuals checkingin aswell aslarge groupsof peoplearriving in a plane.Departuresare
expectedto be mostly in large groupsleaving with a plane.In the following, individual arrivals and departuresare
usedto simulatea simple coffee shopscenario.

B. Simulations

The simulationsevaluatethe end-to-endthroughputand delay assurance$or concurrentTCP and UDP appli-
cations.Three scenariosare studied. The first scenarioconsidersa multihop hotspotwith node mobility modeled
with PHM. The secondscenarioconsidersa multihop hotspotwith a set of constantlymoving nodes.The last
scenarioconsidersa single hop hotspot.The traffic patternis modeledas follows. For eachnodein the network,
one TCP flow andone UDP flow areinitiated. With a uniform distribution, the flows are randomlysetto be either
uplink or downlink. EachTCP flow randomlyselectsone out of threepossiblethroughputbounds(30, 60, and 90
kbps)while eachUDP flow randomlyselectsone out of three possibleend-to-enddelay bounds(0.1, 0.4,and0.7
secondswith uniform distributions. TCP flows have infinite backlogsand CW,,,... = 50 packets. UDP flows have
exponentially distributed on/off intenvals with meanduration128ms and meanon time arrival rate 200kbps. All
pacletsare512 bytesin size.

To evaluatethe QoS assurancesye definethe throughpututility asfollows. For a TCP flow f with throughput
boundT’; and achieved sessiorthroughputTy, its throughpututility is

U = min <1, I:f> , (20)
Ty

whichis essentialljthe flow's normalizedthroughputupperboundedat 1. For UDP flows, we measurehepercentage
of pacletsdeliveredwithin its boundasits in-time deliveryratio. Note that droppedpacletsaretakeninto account
as having infinite delays.

1) Multihop Hotspotswith PHM: Multihop hotspotsvith randomnodearrivalsanddeparturesiresimulatedusing
the PHM model. A 1000mby 1000msquareregion is simulated.The AP is locatedat its centerwith a radio range
of 250m. The simulatedscenaridastsfor 1000secondswith meanarrival anddeparturaatesof 1 nodeper minute.
20 nodesare presentasthe simulationbegins. Figure 4 shaws the averagethroughpututility for applicationswith
differentthroughputbounds.As expected,in all threeapplicationgroups,DCS-NPDD-MAPSprovidesthe highest
utility andthe Baselinerankslast. As the Baselinepravides no explicit differentiationand assurancenechanisms,
throughputsand correspondingutilities differ amongapplicationsas they travel along different paths;they also
fluctuatewith time dueto network dynamicssuchas node mobility and traffic variations.The Baselineutilities,
asseenin Figure 4, areindeedunpredictableDCS over strict priority classesallows applicationsto acquirebetter
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servicewith higher classesas throughputsfluctuatebelon satishction and as a result, betteraverageutilities are
achieved. NeverthelessDCS-NPDD-MAPSprovides the highestutilities amongall.

The delay assurancesre also evaluated.One important obsenation is made as we simulate such multihop
hotspotswith randomnodedeparturesRecallthatin a multihop hotspot,nodesforward paclets for eachother If
a nodeleavesthe network beforeit finishesforwardingall paclets, the resulting packet lossescan be significant.
Figure 5 shaws the overall deliveryratio (the numberof received pacletsto the numberof sentpackets)andthe
in-time deliveryratio (the numberof pacletsreceved within its delay boundto the numberof sentpaclets). The
amountof pacletlossesdoesnot differ muchamongdifferentschemesAmong theseschemesPCS-NPDD-MAPS
consistentlyshavs a higherin-time delivery ratio than others.

2) Multihop Hotspotswith Moving Nodes: In this section,a multihop hotspotwith 20 nodesare simulated.The
nodesare locatedasin Figure6 with 10 nodesin the inner circle constantlymoving aroundthe AP at 5m/s. The
simulationlastsfor 1000 secondsThis scenariodoesnot considerrandomnodearrivals or departuresut senes
the main purposeof evaluatingthe impactsof frequentroute changesas a resultof the constantnode movements.
Figure7 shows the achiezed throughpututilities. In this highly mobile scenariothe Baselineremainsunsatisactory
while the Strict Priority and DCS-NPDD-MAPSschemesoth achiese substantiallyhigh throughpututilities. The
in-time delivery ratiosin Figure 8 areincreasinglyhigherfrom Baseline Strict Priority, to DCS-NPDD-MAPS.The
decreasen all schemes’lin-time ratios suggesthat the frequenttopology changesdo posea stringentchallenge
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Fig. 6. A multihop hotspotwith constantmoving nodes.
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Fig. 7. Averagethroughpututilities in a multihop hotspotwith constantlymaoving nodes.
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Fig. 8. Averagein-time delivery ratiosin a multihop hotspotwith constantlymoving nodes.
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Fig. 9. Averagethroughpututilities in a single hop hotspot.
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Fig. 10. Averagein-time delivery ratiosin a single hop hotspot.

on end-to-enddelayassurancesSeveral obsenationsaremade.As routechangesrefrequent,the routing overhead
becomeshigher and route repairsconstitutesubstantiakraffic. Moreover, we do obsene long non-optimalroutes
beingexploitedby DSRin this highly mobile network. At timeswhenroutechangesaggrayatea substantiabmount
of bursty traffic to a node,long queuesandbursty dropsare seenaswell. Long queueingdelaysand paclet losses
both renderincreasesn end-to-endpaclet delays,wherethe latter oneis consideredo be infinitely delayed.

3) SingleHop Hotspots: We have demonstratethe effectivenessof DCS-NPDD-MAPSIn multihop hotspotsin
this section,we evaluatethe schemein a single hop hotspotto demonstratéhat the proposedsolutionis beneficial
in singlehop hotspotsaswell. 20 nodesarelocatedwithin the AP’s radio rangeandall nodesdirectly communicate
with the AP. As a result, the network topology doesnot changeaslong as all nodesremaincommunicatingwith
AP in one hop. The simulationlastsfor 1000 seconds.

Figure 9 summarizeshe averagethroughpututilities of theseschemesWith the Baselinescheme applications
with higherthroughputboundsachiese worseaverageutilities. The Strict Priority andDCS-NPDD-MAPSschemes,
on the otherhand,provide moreuniform throughpututilities to applicationsn all groups.Figure10 shovs the delay
assurancesl he steepdegradationin the Baselines in-time delivery ratio for 0.1 seconddelay boundis expected.
Without differentiation,the besteffort serviceprovidesall flows with the sameaveragedelay All flows with delay
boundsabove the averagedelay areto be satisfiedandvice versa.The remainingtwo scheme&nhancehe in-time
delivery ratiosby allowing moreurgentflows to be servicedfasterwith a higherclass.Overall, DCS-NPDD-MAPS
achievesthe highestlevel of throughputaswell asdelay assurances.
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V1. CONCLUSION

This paperaddresseshe challengesof providing end-to-enathroughputand delay assurancesoncurrentlyin a
multihop WLAN hotspot.The proposedsolutionis basedon classselectionramongmultiple serviceclassegrovided
in the NeighborhoodProportionalDelay Differentiationservicemodel.In a highly mobile multihop WLAN hotspot,
the servicemodel provides a set of classeswith perhop delaysproportionalto the prespecifiedratios and this
proportionalityholdsacrossall nodesindependenbf network dynamics. As TCP applicationgperceve proportional
RTT’s amongthe classes proportional throughputsare thereby provided. With simulations,the proposedclass
selectionmechanisnis shown to effectively achieve end-to-endhroughputassurancem varioushotspotscenarios.
The throughputassurancemechanismis closely integratedwith the end-to-enddelay assurancanechanismwe
proposecearlier Togetheythey provide an effective QoS assurancéramewvork for multihop WLAN hotspots.
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