Final Report:  ROC N ROL (“Remote Operations Center Network with Real-time Operational Links”)

Introduction:

During RIMPAC 2000, the USS Coronado demonstrated a technological transformation of the Joint Operations Center (i.e., JOC) from Military Specified to “COTS” (Commercial Off The Shelf) technology and were able to share information, and to visualize communications with the fleet. However, even though the way the OpCenter  staff interacted with information had changed, how that information was communicated to people on board the ship had not yet changed.  Admiral Cohen’s vision was to look at COTS technology to enable a mobile, remote access OpCenter, what came to be called ROC N ROL: Remote Operations Center Network with Real-time Operational Links
The purpose of ROC N ROL is to allow the OpCenter to have connectivity to multiple key decision makers who are at any given time not in the OpCenter.  It is an infrastructural substrate, an initial technology layer which can dynamically adapt to emerging capabilities and constraints in order to optimize intelligent interhuman communication and information exchanges.
Project Description:

The ROC N ROL demonstration project was divided up into three phases with the objective to deliver four operational roaming systems.  The four Experimental Design Units (EDUs) were to have at least one of the following capabilities:

· Audio and text information out, with audio back to the JOC

· Audio /text/static image out, audio and annotation capabilities back to JOC

· Full bi-directional mobile interactivity, audio, text, and video
Phase One included the initial COTS hardware assessment as well as the on-board wireless LAN assessment.  We also defined, with our Navy counterpart, the operational objectives and targeted performance metrics.

Phase Two included the hardware procurement and implementation of the EDUs.  This phase included all of the technical systems integration with COTS hardware and the onboard network.

The final phase, Phase Three was an evaluation of the network expansion possibilities and the definition of future research questions.

Personnel:

Our Navy Point of Contact was Commander Ellen Jewett who facilitated all of our on-board interactions.  The other personnel were as follow:

· Dave Warner, MD, PhD – Principal Investigator, CTO, MindTel, Inc.  

· Corinna Lathan, PhD – Project Director

· Markus Schmidt – Technical Lead
· Jack Maxwell Vice – Software Integration
· Tim Murphy – Network Support
Timeline:

· October, 2000 – Research COTS for mobile operations

· November, 2000  – Requirements definition

· Underway period, Nov 28 – Dec. 1

· December, 2000  – Procurement

· January, 2001  – Prototype

· Underway period, Jan 16-18
· February, 2001 – Deliver and evaluate
Phase One, Assessment:
For Phase One, a systems-level approach was demonstrated.  We completed on onboard assessment of the requirements including the network capabilities, COTS hardware for wearable computing, and operational needs of the JOC staff. 
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Our team was educated on the information needs and the JOC staff was educated on the available technology.  Onboard equipment included ViA wearable computers, Compaq ipaq handheld PDAs, and MicroOptical and Sony Glasstron displays among others.  We then completed an informal task analysis of the “battle rhythm” and defined the initial roaming operational objectives.  Approximately 40 staff members took part in the COTS hardware assessment and objective definition.

Phase One Outcomes:

Network Capabilities:  An evaluation of the on-board wireless LAN resulted in a significant departure from the initial plan.  Due to access constraints, it became clear that we would need to develop our own network to complete the demonstration of distributed connectivity.  

COTS hardware:  JOC personnel clearly preferred the small form factor of the handhand personal digital assistants (PDAs).  There was a general acceptance of “Palmpilot” like devices.  In some cases, the need for a mobile system with full computing capabilitiy was recognized. 

Operational Objectives:  Six primary information flow needs were defined in conjunction with JOC personnel.  These will be discussed below in system description, but in general fell into the broad category of locating a remote person quickly and/or updating or changing information

Phase Two, System Description:

The following hardware was procured:
· One Cobalt qube server

· Four Compaq ipaq handheld (PDAs)

· Four Charmed wearable computers
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Figure 1:  Compaq ipaq PDA (left) and Charmed wearable computer (right)

A wireless local area network (wLAN) was designed and implemented using the Cobalt qube server to connect the wireless handheld WinCE devices and Win98/WinCE computers.  Voice over IP was implemented for audio communications as was the ability to send and receive email on ipaq through the qube.  The wearable computers were also linked to the wLAN through a wireless Ethernet card.

A web-based interface would allow a person to send a message to any of the ipaqs.  Figure 2 shows the web interface, which allows the selection of the ipaq(s) to receive the message(s).  Six common messages were identified: meeting reminder, meeting change, presence needed by, info needed, contact/call, and other message.  Fields to indicate what, when, and where are also available.  The ipaq user then acknowledges the message, which shows up on the web page with a time stamp.  

During the battle rhythm, there are meetings going on at different points of the day.  If something comes up of higher importance they may need to reschedule one of these meetings.  A whole group of people can now be sent that information immediately instead of wasting valuable resources getting the information disseminated.
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Figure 2:  Web-based interface for OpsCenter to remote personnel.

Phase Three, Future Expansion:

The qube server is tied to the access point of the shipside wireless network but is not part of the ship’s backbone system.  It is completely reconfigurable depending on the type of operations.  Any software application can be added for plug and play functionality. 

Future research questions to be explored include the following:  What are the metrics to evaluate communications and information flow success?  What are the usability questions with the ROC?  What are potential data visualization strategies?  Is there a role for multimodal sensory communication?  Or Adaptive computing?

Summary:

The primary initial functions of ROC N ROL are to link human intelligences throughout the ship through roaming devices back into the OpCenter.  The first step is to link the people to the needs of the OpCenter, not necessarily a total exchange of information.  The goal is not to take the OpCenter itself and put it all into the displays of those roaming persons.  Instead, ROC N ROL provides a messaging process so key people may be reached and who may input the specific information asked of them into the OpCenter.  Using familiar webcentric and other software tools will enable a robust system.  
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