1. Angelus

Title:  Outside mobility and obstacles (for TMR)

Contacts:  Don Golding 

Summary: Intruder 

Interface:

Hand-held remote control

Sensors: (Whiskers)

· 4 optical ir (Photo Darlington (SP?)); 2 readings (ambient and LED on)

· 3 mail (register) boxes (Ambient LED on and difference); Mail boxes accessible by all software levels

· 2 tactile binary proximity sensors (whiskers)

· Current load on each of 2 wheels for odometery

Operating System:

· Fourth (new micro) running on a Motorola AC11 (20K RAM)

· Uses subsumption architecture

Platform:

Intruder at TMR, we have Whiskers

Impression:

· Possible collaborator for DARPA contract.

· The guy has an attitude though.  He was very secretive, gave a couple examples of how people steal his great ideas, thinks he can do stuff that people have been working on for years (and maybe he can!).

· Get whiskers and gestures ready for Sigraph-don may come to sigraph.

· Uses the KISS (Keep it Simple Stupid) approach 

Technical Notes (for Whiskers):

· Motorola ac11, 32k of prong, 20k of ram.

· Robot control architecture is 3 tiered: instinct, behavior, and goal layer.

· Instincts work when in behavior mode because of time slicing

· Programmed in fourth so does so semi interpretive compiling

· 100 difference speeds, 9 different motions

· Reflective sensors allow it to "servo on its environment" (eg. Centering and wall following)

· Each sensor has "mailboxes" so all three software levels can retrieve info, each sensor has light off and light on mailboxes, difference (value) mailbox, for ir sensors

· Instincts include (reactive layer) immediate response to sensor input when appropriate as well as direct hardware control.

· Behaviors include wall following, stair climbing. Behavior layer gives commands to instinct layer.

· Goals include enter the building, find room X, etc.

Future Research:

Sonar; preventing cross talk by limiting transducer energy output for smaller ranges

· Tracked Stair Climbing Chassis

2. ARL

Title:  Acoustic Sensing, Navigation

Contacts: Did not perform demo at any scheduled time. We were able to track them down but all were very busy and unable to answer questions.

Summary: Large RWI robot with sensitive microphones to track sound.

Interface:

Controlled by Pentium laptop, navigation appeared to be tele-operated, using multiple omni directional microphones located calculated direction to sound source

Sensors:

· Eight microphones

Operating System:

· Not sure, likely Linux or Venus on board RWI platform, Intel based.

Platform:

· RWI robot six wheels, four feet tall

Impression:

· ARL was not set up or anywhere to be found when Col. Blitch went to see the ARL demo.

· Unimpressive because we were not able to see a working demo at any time.

· Lacked autonomous navigation capability

Technical Notes:

· Seemed to use radius of curvature processing to pinpoint sound source (distance & direction)

3. Carnegie Mellon

Title: Robot Navigation, Visual Queuing

Contacts: lead software engineer- Dieter Fox

Summary: Robot can accurately map out a floor plan and keep track of it's location using only the Sick (German Co.) scanning laser

Interface:

· No end user interface.

· Used Pentium Laptop to receive data back from the robot.

· World model that was being built by the scanning laser and distance and azimuth from tracks.

· All processing was Linux based on robot.

· Displayed as x-client on laptop.

Sensors: Sick laser, no sonar used.

Operating System:

· Linux on robot and on laptop.

Platform: 

· Urbie

Impression:

· Best floor mapping demonstrated.

· Bright and friendly.

Technical Notes:

· Dead reckoning and scan alignment algorithms; tracks would slip. Used laser to track position and dead reckoning used to refine position location.

· They plan on getting an omni-cam and single camera pointing up to map ceiling for previous position recognition.

· Would laser work in smoke or fog?

4. Draper

Title:  Manual assisted launch and Collect Video...

Contacts:  Tim Henderson, thenderson@draper.com, Mark Little

Summary: Outside they were using sling shot to launch beanbags through third story window, about 40 yards from building. Also throwing bean bags with simple sling. Inside used a small robot (RC Car like) with low light camera.

Interface:

· Joystick (Robot control based on autonomous helicopter controller)

· Used small camcorder display.

Sensors:

· COTS low light camera, SONY 12X EVI 30/31.

Operating System: 

· Helicopter running Q&X. 

· Mark is looking for very small, low power, CPU board that will run Linux for the Chopper

Platform:

· Robot was small car with single low light, live feed camera(Sony 12x EVI30/31)

Impression:

· Good team, easy to work with, Mark Little specifically

· Interested in glove interface and came to see our equipment and demo.

Technical Notes:

· What they demonstrated was an internal research project.

· Hopping to get funded by DARPA in the future.

· Running QNX as OS for autonomous helicopter project, not demonstrated.

· Want to switch to Linux.

· Processing takes place on-board for semi autonomous helicopter.

5. Foster-Miller

Title:  Payload applications

Contacts:  Arnie

Summary: Showed 4 payloads: smoke grenade dispenser, comm relay deployer, video surveillance and breacher. All from the team were very busy when we tried to meet with them so it was difficult to get names and talk with anyone for a long time.

Interface:

· Joystick tele-operated, line of sight.

· VR Goggles (I-glasses) projecting video image.

· Joystick transmitter and LCD display in small Pelican case.

· Could not see from LCD display or goggles in bright sunlight.

Sensors:

· Stereo cameras on extending arm.

· One camcorder at end of arm on breacher, but was not functioning.

· Sensors planted on wall had potential for audio and video.

Operating System:

· No CPU on any platform, no onboard or off-board computation.

Platform:

· Two platforms

· Video surveillance was on smaller and others used larger platform.

· Larger could climb stairs and length is adjustable to accommodate differences in payload size

· Smaller pack portable, large is not.

Impression:

· All seemed to have a clue and were not pretentious or arrogant. Very willing to talk with us and provide information but very busy.

· No computations.

· Smart approach to design; robot is relatively simple design

· Treads used are commercial (same as Snow Cat bot we have in the lab)

Technical Notes:

· Smoke grenade dispenser (12x)

· Surveillance plant uses arm to mount wireless video/audio surveillance units which look like electrical outlets

· Breacher used quiet circular saw, audio/video feedback.

· Autonomous breach for razor wire.

· Plan video camera / sensor array on two section arm for looking through windows.

· Plan thermal imager

· Uses other peoples displays and way-finding information.

6. Georgia Tech 

Title:  Autonomous Exterior Nav/Interior Nav/Interior Search

Contacts:  Ron Arkin, Cori has card with web address; Mike Cramer (student)

Summary: Modules are created on a PC and downloaded to a laptop on the robot and executed autonomously

Interface:

· Complicated module creator created at GA Tech.

Sensors:

· Video (Sony camera) for image recognition (limited)

· Sonar from Urbie

Operating System:

· Using IPT for communications (developed at CMU)

· Running Linux on laptops to transmit program to robot, hard wired.

Platform:

· Pioneer and Urbie with Sony cameras on Pioneer

Impression:

· Concerns about their interface that creates modules and their ability to do usability studies

· Arkin showed some interest in our system but not interested in working with NeatTools at this time.

· They are purchasing a data glove (Cyber glove) to perform tests with.

Technical Notes:

· Usability studies available on-line at web site

· Encouraged us to review

· Download architecture-computer mounted on robot-robot autonomously executes behaviors

· Processing takes place on laptop

· Doing some image processing.

· IPT (Inter-processing communication developed at CMU) transmission between robot and station / host.

· From presentation (poster on wall behind Arkin):  Tech Thrust Area:; Mission Specification and User Interface System; Ensure that system is usable by military personnel (Included picture of solder in combat with laptop); Doing usability study

7. IDA

Title: JACATS

· Software simulation of mission-shows representations of the warfighters moving around in environment

· Also collaborative gaming interface

Notes:

· Nice guys, not sure relevant for us

8. ISR

Title: Mobility/Stair-climbing

Contacts:

President and founder - Helen Greiner

Principle engineer – Chikyumg (Chi) Won, 

Principle software - Todd Pack

RWI director and founder - Grinnell More

RWI is subdivision of ISR in New Hampshire

Summary: Demonstrated special Urbie that could grab a door and pull or push it open. Also drove through barbed wire.

Interface:

Joystick remote control, wireless

Sensors:

· Did not demonstrate using any sensors

Operating System:

ISR has proprietary OS call Venus but most of the RWI robots were running Linux

Platform:

Urbie (ISR product)

Impression:

· Good engineers

· Some of team members seemed arrogant (Neil, RWI manager)

· Chi and Helen tried out our glove with the car and liked it.

Technical Notes:

· $65K per robot.

Very robust design

JPL

Title:  Robotic Mission execution

Contacts:  Larry

Summary: Vision -guided stair climbing, autonomous using Urbie.

Interface:

· None, routine sent to Urbie via hard-link from laptop.

Sensors:

· Edge detection with omni-cam to find horizontal stair surfaces

· Stereo to find floor

Three accelerometers and three gyros.

Operating System: 

On-board Linux 

Platform: 

Urbie 

Impressions:

· Did not seem to want to talk with us, or anyone.

Kept to themselves and did not interact with any other teams.

Technical Notes:

· Could not climb first stair

· Much drift from side to side of stair

Not using sonar.

SAIC

Title: RF Propagation...

Contacts: Jenifer Herron, Project Engineer, Tim Schuett from SWRI was helping.

Summary: SAIC was testing two vision systems, attempting to find max distance signal can be sent. Sent video data from 5th floor to van outside. That's it! Second day they were to perform same set of tests using a DARPA robot (no one we spoke with was sure but assumed to be ISR robot) at SwRI facility.

Interface:

Simple video display in van.

Sensors:

COTS video camera (Sony camcorder)

Operating System:

· None, send raw video data to a receiver. No data analysis or processing.

Platform:

No platform when working in the building.

Impression:

· Very unimpressed.

· Using commercial video cameras and transmitters.

· Experimental objectives were to transmit data, not sure why they needed to go to San Antonio to do this?

Technical Notes:

· Unable to report a distance. Basically we saw van across parking lot in front of hospital (about 400 yd.) and at limits of 1 GHz system.

· 1 GHz and 434 MHz, transmit raw video data using Del Star transmitter

Transmitting inside, no noticeable range limitation. However, once elevator shaft was between transmitter and receiver signal was very bad.

SRI

Title:  Map making localization of robot group

Contacts: 

· Curt Connelidge is project lead

· Didier Guzzoni  guzzoni@ai.sri.com - software and interface guy

5 guys on team, laser, radar, hardware, interface, cameras

Summary:  Using laser range-finding for map making and stereo camera for target tracking, side radar (not working yet) to detect movement

Interface:

windows, java-based (planning to move to linux)

Sensors:

· Omni cam

· Static digital stereo cameras

· Laser used for floor mapping

· Side scanning radar used for motion detection (not demonstrated)

Operating System:

· Robot running Linux

· x-hosting to laptop

Platform:

Pioneer 2

Impression:

· Doesn't get along with ISR

· Impressive group-overall best team

Likes CMU algorithms (said USC no good)

Technical Notes:

Much processing done on laptop but want to change that

· Panoramic de-warping on computer so big image - want to move it to robot

· Target tracking only when robot is still b/c need background image

· Want interface to be multi-robot

· Tried speech synthesizer but too much processing power needed

· Using stereo vision for tracking moving objects

· Stereo camera are static and images are overlapped in software.

· Separate behaviors with priorities.

· Dead reckoning and scan alignment algorithms

· CMU's scan alignment alg. is better but SRI make up for by integrating multiple scans  (scan matching)

· CMU relies more on dead reckoning (very inaccurate)

Suggested talking to Larry Davis at UMd's vision group, also Rosenfeld

U Penn

Title:  Autonomous stair climbing

Contacts:  CJ Taylor, Prof. at U Penn, focuses on vision systems and robotics

Summary: Using ISR robot to climb stairs in back (outside) of building. Developed software routine to use vision system to climb stairs. Also provide image back to user, but not demonstrated. They were there to test autonomous stair climbing.

Interface:

· None, autonomous stair climbing.

· They used a laptop hardwired to robot to initiate and control robot.

· Pentium processor in laptop

Coded in C.

Sensors:

· Vision system uses simple camera, used for navigation

· Pprovides image back to user at 1 Hz refresh rate, displayed on laptop

Operating System:

Linux or Venus.

Platform:

ISR Urbie.

Impression:

· Seemed uninterested in our work and did not see anyone from the team outside of the U Penn demo.

· Seemed to spend all time working on software and testing on stairs in back of building.

Technical Notes:

· Max distance of transfer is unknown?

Demonstrated software algorithm for stair climbing, once oriented at bottom of stairs the robot will climb to the top and stop, wait for next command.

USC

Title:  Indoor mapping and sharing information between two robots

Contacts: 

· Kale is working on autonomous helicopter (here for support)

Nitin Mohan (not here) is using dataglove to control robot (
 

mohan@robotic.usc.edu)

· 

Summary: Using sonar for mapping (very inaccurate, and need lots of assumptions such as right angles)-(are they also using laser?)

Interface:

None, autonomous control

Sensors:

· Sonar only

Operating System: 

Not sure, suspect Linux or Pioneer’s OS

Platform:

Pioneer

Impression:

· Least accurate mapping group seen.

· Not very impresses

Losers

Technical Notes:

Yale / JHU / Univ. of Indiana

Title:  Visual tracking feature (landmark); selection vision based control; place recognition simple mapping

Contacts:  Only time we met with this group was during the scheduled demo. None were available to talk with privately.

Summary: Demo 1: image mapping to see if in same place. Demo 2: detecting landmarks (invariants). Demo 3: visual tracking of moving targets by segmentation algorithm-explores vision as source of control

Interface: 

· Vision based system displayed as x-window

Sensors:

· commercial hand held GPS,

· Sick scanning Lazer,

· Gyro's,

digital camera(Hitachi KP-d50) for sensors.

Operating System: 

Linux

Platform:

· Commercial platform, not used by any other groups

Impression:

· Best image recognition demonstrated.

· Good team and good ideas to landmark navigation

Technical Notes:

· Demo 2: detecting landmarks (invariants).  Uses 3rd order derivatives and linear transformations of interesting objects

· Vision system builds panarama and then can return to area and verify location by matching a new single image to   the panarama.

· Uses vision to follow person around obstacles and then can return to anywhere it has been.

· Finds multiple land marks withine proximaty to eachother in case one moves and to plot a coarse relative to two or   more landmarks.

General Notes:

Notes from Our Demo

· Max made first contact with Blitch

· Blitch tried to get the general here when he heard we were here but didn't have time but then blitch came with a whole crowd for our demo

· He came in and I was running the car with rt/lt gestures and forward back footpad knocking down water bottles

Asked blitch if he wanted to run it and he was psyched-we introduced ourselves and he put the glove on-used our gestures to knock stuff down and then within 1 minute, mike had him using the gestures HE made up

Discussion followed about our other sensors including bend, pressure, vibrotactile (he was very interested)

Don G. mentioned it works with whiskers and made a plug for NeatTools-blitch said he wanted a glove and NTs in his office in DC and was psyched to hear we were in DC

We talked about ssl and he sent his best to dave akin and sort of said he would try to come

Blitch's deputy (nahid sidki) got our contact info and gave us his

Dan Bernard from US Socom is RPI contractor on govt team-observed SSL video fo rspecial ops stuff  dbernard@rpihq.com--turns out Nahid got his phd in mech engr at CUA in '96! He's coming to SSL in august.  

* Follow-up with ssl visit

* Get equipment from  DARPA POOL

Contact Systems

Wendal Sykes-one man show

Long-time government contractor

Defense logistics agency, dla.mil

Register with central contract registration

Get a Dunn # from Dunn and Bradstreet

· Sykes@alum.mit.edu

Dismounted Battlespace Battle Lab

· Andrew Fowles

SPAWAR

Robin Laird, Bart, Mike, Matt West

Dave Nichols (?) is visiting starting Tuesday week of sigraph

Robin may come to sigraph on Monday

· We should go to san diego for at least a day or two

Spawar wants source code for gesture module to get it running in linux

Wants us to work on next generation glove with them (HPS?)-they say they have money

Walter aviles in san diego now-we need to talk to him about programming!  Developed GHOST haptics VR software

